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SUPPLEMENTARY MATERIALS AND METHODS 
 

Participants 

To find out whether the relationship between training load and injury risk may be non-

linear, and whether the shape may vary between different populations, access was gained 

to data from different sports: football (soccer) and handball, and different populations 

within the same sport: Norwegian elite U-19 football data and a Norwegian Premier League 

football team. 

The Norwegian elite U-19 data was used in Dalen-Lorentsen, et al. 1. It was a cohort of six 

Norwegian elite U-19 football teams (3 female and 3 male) with 81 players (55% male, mean 

age: 17 years, standard deviation (SD): 1 year) followed from July to October 2017 for 104 

days. 

The second football cohort was a professional male football team from the Norwegian 

Premier League surveyed from January to December 2019 for 323 days (n = 36, mean age: 

26 years (SD: 4)).2  

The handball data was a cohort of 205 elite youth handball players from five different sport 

high schools in Norway (36% male, mean age: 17 years (SD: 1)) followed through a season 

from September 2018 to April 2019 for 237 days.3 

Training load definition 

In all three cohorts, players reported the number of training sessions and matches daily. 

They also reported the duration of each activity and their Rating of Perceived Exertion 

(RPE)4 on the modified Borg CR10 scale.5 To derive the session RPE (sRPE),5 we multiplied 

the RPE by the activity duration in minutes. To summarize daily loads, sRPE was calculated 

for each session and subsequently summed.  

Missing sRPE values are reported in Table S1 (Supplementary I) and were 24% for elite U-19 

football, 41% for Premier League football, and 64% for elite youth handball. The values were 

imputed using multiple imputation, a method that also performs well in cases of high 

amounts of missing (80%) if the data are Missing at Random,6 which is most common in 

clinical research.7 For more detailed information on the imputation process, see 

Supplementary I Figure S1. The observed distribution was maintained in the imputed values; 

therefore the imputation was deemed valid (Figure S2). 

All load measures were based on players’ daily ratings of perceived exertion (sRPE). We 

calculated an Acute-Chronic Workload Ratio (ACWR) in two different ways:  

Daily ACWR 7:21 

The mean sRPE across 7 days divided by the exponentially-weighted-moving average 

(EWMA) of the previous 21 days (Figure 1). EWMA accounts for the assumption that load 

values closer in time to the event are more associated with the event than measures further 

back in time.8 The calculation was uncoupled, meaning that the 7 days of acute load for the 

numerator were not included in the 21 days of the denominator.9  
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The calculation was performed on a sliding window moving one day at a time from and 

including the 28th day.10 The last day in the acute load is considered Day 0 (Figure 1).  

 

One limitation with the ACWR is that it bloats cases where the athlete has had little to no 

chronic load and returns to regular exercise. In previous studies, these cases have 

traditionally been deleted.11 Here, these cases were set to have an ACWR of 3, a very high 

ACWR value, in line with recommendations in Harrell 12 for treatment of overly influential 

values. Likewise, if the EWMA chronic load was equal to zero and ACWR could not be 

calculated, the ACWR was set to 3.  

Micro-cycle ACWR 1:3  

The mean sRPE for each micro-cycle divided by the EWMA of the previous 3 micro-cycles, 

uncoupled (Figure 1). A micro-cycle was defined as all recovery days after the previous 

match and the training days before the next match. The next micro-cycle started on the first 

training day after the match, and so on. For an illustration of a micro-cycle, see Figure 1. The 

calculation was performed in the same manner as described for daily ACWR, on a sliding 

window moving one micro-cycle at a time from and including the 4th micro-cycle. The last 

day of the 4th micro-cycle was considered Day 0 (Figure 1). 

When computing a ratio, one assumes that there is no relationship between the ratio and 

the denominator after controlling for the denominator; a ratio is only effective when the 

relationship between the numerator and the denominator is a straight line that intersects 

the origin.13 Tests of this assumption are reported in Supplementary I Figure S3.  

Injury definition 

The same online questionnaire was used to collect daily health status and training 

information from all three sports cohorts. The elite U-19 football data and elite youth 

handball data were collected via the Briteback AB online survey platform, while the 

Norwegian Premier League football data were collected with Athlete Monitoring, Moncton, 

Canada.  

The players daily reported whether they had experienced “no health problem”, “a new 
health problem”, or an “exacerbation of an existing health problem”. In the youth elite 
handball study, if players reported any new health problems, they were immediately 

prompted to specify whether it was an injury or illness in the questionnaire. In the football 

studies, if players reported any new health problems, a clinician contacted them by 

telephone the following day for a structured interview and classified the health problem as 

an injury or illness with the Union of European Football Associations guidelines.14 Players 

were asked to report all physical complaints, irrespective of their consequences on sports 

participation or the need to seek medical attention.15 
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Legality of using the data in this study was dependent on the “purposes of the processing for 

which the personal data were intended” as written in the consent forms.17 The consent 

forms for the football studies were general enough that use in this study were within the 

posted aims. For the elite youth handball data, the Norwegian Centre for Research Data 

deemed the aims described in the consent forms invalid for use in this study, and the data 

had to be anonymised. Anonymisation was performed under guidelines outlined by The 

Norwegian Data Protection Authority.18  

Statistical analyses 

To estimate the relationship between training load and injury risk, mixed-effects logistic 

regression was used. Logistic regression is the most frequent regression analysis in the field 

of training load and injury.19 Mixed models have been recommended to account for within-

player dependencies20 and are robust to missing data in the outcome variable.21  

All injuries were considered an event in the response variable. Illnesses and explicit replies 

of “no health problem” were considered non-events. Non-responses were recorded as 

missing. Independence between subsequent injuries within the same player was assumed.  

 

We considered two outcomes: (1) occurrence of an injury on the same day as the observed 

training load (Day 0); (2) occurrence of injury in the future, where the current observation 

day (Day 0) was not included. For unmodified training load values and daily ACWR 7:21-

period, future injury was defined as an injury occurring during the next four days excluding 

Day 0. For micro-cycle ACWR 1:3-period, the future injury was any injury occurring during 

the next micro-cycle excluding Day 0. See Figure 1 for an illustration of injury time periods 

and Table S2 (Supplementary I) for a list of the different models. 

For models where the injury definition was set to the future, any number of injuries 

sustained during the time window were aggregated to 1 event. Furthermore, injuries 

sustained before the first calculated ACWR value had to be discarded. Consequentially, the 

number of injuries included in the different models varied (Table S2).    

We adjusted for player age in all analyses. In addition, we adjusted for sex in the U-19 elite 

football and the elite youth handball models. Akaike’s Information Criterion (AIC) was used 

to determine the model fit between including a random intercept only vs. including a 

random intercept & random slope for training load per player, where the best fit was 

chosen for the final model. Overly influential observations – extreme outliers which affect 

analyses – were checked using dfbeta.12 

In all models, the relationship between sRPE and injury risk was modelled with Restricted 

Cubic Splines (RCS).22 The number of knots was decided using AIC. The models were 

repeated without splines to simulate the relationship we would have discovered if we had 

assumed linearity. When using RCS, the estimated regression coefficients do not have a 

clinically meaningful interpretation, and only their p-values are numerically interpretable.12 

The main result is therefore a visualization of the model predictions (with 95% cluster-

robust confidence intervals) to determine the shape of the relationship between training 

load and injury risk. To limit the number of figures to the most relevant, only predictions 
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from models that showed a tendency towards a relationship or stronger are included in the 

article itself, but figures for all relationships are shown in Supplementary I Figure S5–S6. For 

each model, predicted values were estimated on each imputed dataset, and then pooled 

before visualization (Figure S1).23  

Our analyses served to illustrate whether there is any evidence for non-linearity in training 

load and injury research and should not be interpreted as causal inference. 

 

Simulation 

Step 1 Preparing data 

In addition to analysing real data, we performed (stochastic) simulations to compare 

different methods for ascertaining non-linear and linear relationships between training load 

and injury risk. The methodology here is focused on a causal research setting; however, the 

methods may also be applied in predictive research.25 The simulations were based on the 

elite U-19 football dataset since it had the least missing data (24%). An imputed dataset was 

chosen from the 5 datasets previously imputed with multiple imputation. 

Two datasets were created. The first kept the original 8 495 sRPE and 6 308 ACWR values.  

In the second, sRPE and ACWR were sampled with replacement to generate a scenario of 3 

football teams (75 players) followed meticulously for a season (300 days), altogether 22 500 

training load values. The distribution of the real data was retained during sampling; highly 

skewed for sRPE and Gaussian for ACWR (Figure S4).  

Step 2 Generating predetermined relationships 

Artificial injuries were simulated and added to each dataset under different relationship 

scenarios with training load. The risk models were based on the logistic function: 𝑙𝑜𝑔𝑖𝑠𝑡𝑖𝑐(𝑥) = 11 + exp(−𝑥) 

U shape 

A symmetrical U parabola coinciding with the theory in Gamble 2013.24 Using the logistic 

function above, the U shape function was:  𝑃𝑟𝑜𝑏{𝑌 = 1|𝑠𝑅𝑃𝐸 =  𝑙𝑜𝑔𝑖𝑠𝑡𝑖𝑐(−1 +  0.0000002 ∗ (𝑠𝑅𝑃𝐸 − 1500)2) 

Where 𝑌 is an indicator variable for injury. 

J shape 

The J shape was chosen to reproduce findings in Carey, et al. 25 with the risk function: 

𝑃𝑟𝑜𝑏{𝑌 = 1|𝐴𝐶𝑊𝑅} = 𝑙𝑜𝑔𝑖𝑠𝑡𝑖𝑐( {−3.4 + 2 ∙ (1 − 𝐴𝐶𝑊𝑅)2, 𝐴𝐶𝑊𝑅 < 1−3.4 + (1 − 𝐴𝐶𝑊𝑅)2, 1 ≤ 𝐴𝐶𝑊𝑅 < 1.71.5 ∙ 𝐴𝐶𝑊𝑅 − 5.4, 𝐴𝐶𝑊𝑅 ≥ 1.7  ) 
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Linear shape 

A linear shape to determine whether a method optimal for non-linear modeling can also 

model a linear shape. The function was then:  𝑃𝑟𝑜𝑏{𝑌 = 1|𝑠𝑅𝑃𝐸} =  𝑙𝑜𝑔𝑖𝑠𝑡𝑖𝑐(−0.5 +  0.001 ∗ 𝑠𝑅𝑃𝐸) 

 

For the U shape and linear shape, the simulated probability of an injury was based on the 

sRPE, while for the J shape, it was based on the ACWR.  

We assumed a longitudinal design for the simulation, and an autoregressive correlation 

structure was implemented to ensure that values closer in time were more highly correlated 

than values further apart.8 Any reference to the “true” probability refers to the simulated 
probability we have created for a given scenario, and which we aim to model. 

While shown to be valid and reliable, the sRPE may still have some measurement error.26 

Before analyses, noise was added to load values to simulate this. The amount was set to the 

default jitter value, which was: max(𝑙𝑜𝑎𝑑) − min(𝑙𝑜𝑎𝑑)50  

 

Step 3 Running models on all combinations of datasets and relationship shapes 

In the same manner as in the analysis of the real data, a logistic regression model with 

random effects (mixed model) was used to determine the relationship between training 

load and predefined injury risk. Different methods of modifying training load were 

compared. 

Linear Model 

A standard logistic regression served as an example of a method which assumes linearity 

and illustrated the degree of error should the linearity assumption be ignored in cases 

where the relationship is non-linear. The purpose was to determine whether more 

complicated or time-consuming methods were worth the effort.   

A logistic regression model describes the relationship between the probability of an event in 

the response variable 𝑌 (injury), given the status of the explanatory variables 𝑋 ={𝑥1, 𝑥2, … , 𝑥𝑛} as the additive contribution of the intercept 𝛽0 and linear slopes 𝛽1, 𝛽2, … , 𝛽𝑛 

of said variables.27 In a logistic regression with a single explanatory variable (covariate) 𝑥1, 

representing the load variable, the formula is as follows: 𝑃𝑟𝑜𝑏{𝑌 = 1|𝑋} =  exp (𝛽0 +  𝛽1𝑥1 + 𝛾)1 +  exp (𝛽0 + 𝛽1𝑥1 + 𝛾) = 𝑙𝑜𝑔𝑖𝑠𝑡𝑖𝑐(𝛽0 +  𝛽1𝑥1 + 𝛾) 

Where 𝛾 is the random effect term. 

Categorization 

Although categorizing the load variable into groups before performing the intended analysis 

has previously been shown to be a poor method for modelling non-linear relationships,25 we 

chose nevertheless to include it in our comparison of methods. For one, the method has 
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been recommended since.28 29 For another, as the authors requested, we attempted to 

reproduce the results in another sport population under different conditions. Here, the sRPE 

data are highly skewed. We also increased the number of permutations for more accurate 

results.  

To show how results may differ depending on how variables are categorized, we categorized 

the training load variable in two ways, before including them in two separate logistic 

regression models. The first was a categorization by quartiles to exemplify a data-driven 

approach, a chosen method in numerous studies in the past.30-32 The second was 

subjectively chosen cut-offs based on the range of the data. For sRPE, four categories were 

made: <= 499, 500–1 499, 1 500–2 499 and >= 2 500. For ACWR, three categories were 

made: < 1, 1–1.74 and >= 1.75, which are the same used in Carey, et al. 25. 

Quadratic model 

Quadratic regression has seen some use in recent years.33 In some studies, a quadratic term 

was added to the regression model to test for linearity.34 35 Where as in others, the 

researchers hypothesized a parabolic shape and used quadratic regression to model the 

training load and injury relationship accordingly.10 36 In a quadratic model, a polynomial to 

the second power is added to the standard regression model. For the logistic regression, it is 

denoted thus: 𝑃𝑟𝑜𝑏{𝑌 = 1|𝑋} =  𝑙𝑜𝑔𝑖𝑠𝑡𝑖𝑐(𝛽0 +  𝛽1𝑥1 +  𝛽2𝑥12 + 𝛾) 

 

The model will then fit a parabolic shape between the probability of an event in 𝑌 (injury) 

and the explanatory variable 𝑥1 (training load). A polynomial term can be added regardless 

of whether it is a linear, logistic or Poisson regression model. Although easy-to-use and 

intuitive, the main disadvantage of quadratic regression is that it can only model a parabola; 

for instance, it cannot uncover a sigmoidal shape. 

Fractional polynomials 

Quadratic regression is a sub-method of the more flexible Fractional Polynomials (FP), which 

has been used in one single training load and injury risk study.37 Fractional polynomials, 

simply put, uses polynomial transformations to estimate the association between the 

covariate and the outcome.38 FPs can model multiple shapes, not just the parabola. 

Fractional polynomials add either a single polynomial term to the 𝑝𝑡ℎ power to the 

regression model (known as an FP1 model), or two polynomial terms to the 𝑝𝑡ℎ power to 

the model (FP2 model).38 The FP2 model has been shown to be the optimal choice in most 

cases and was chosen for all models in this study.39 The logistic regression model with FP2 is 

as follows: 𝑃𝑟𝑜𝑏{𝑌 = 1|𝑋} =  𝑙𝑜𝑔𝑖𝑠𝑡𝑖𝑐(𝛽0 +  𝛽1𝑥1 +  𝛽2𝑥1𝑝1 + 𝛽3𝑥1𝑝2 + 𝛾) 

 

Where 𝑝1 and 𝑝2 are exponents selected from {-2, -1, -0.5, 0, 0.5, 1, 2, 3}. A form of 

backward elimination was used to determine the polynomial powers with the best fit, see 

Ambler and Benner 40 for more details. A step-by-step guide to perform FP in R can be 

accessed on the primary author’s GitHub.41  
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Restricted cubic splines 

Another possible approach to model non-linear relationships is to use Restricted Cubic 

Splines (RCS). This approach as well as FP, performed better than categorization in the study 

by Carey, et al. 25, who found no distinct differences between RCS and FP. In cubic splines, 

the X-axis is divided into intervals by a number of endpoints (knots). At these knots, 

different cubic polynomials are joined and forced to have a consistent function, slope and 

acceleration (second derivative) until the next knot. At the knot, the rate change of 

acceleration (third derivative) may change. For three knots 𝑎, 𝑏 and 𝑐, our logistic regression 

formula becomes: 𝑃𝑟𝑜𝑏{𝑌 = 1|𝑋} = 𝑙𝑜𝑔𝑖𝑠𝑡𝑖𝑐[𝛽0 +  𝛽1𝑥1 + 𝛽2𝑥12 + 𝛽3𝑥13 + 𝛽4(𝑥1 − 𝑎)3 + 𝛽5(𝑥1 − 𝑏)3 + 𝛽6(𝑥1 − 𝑐)3 +   𝛾] 

 

In restricted cubic splines, the function is restricted to behave linearly in the tails.22  

RCS has the advantage of flexibility, but the effect sizes are difficult to interpret, and the 

number and location of knots must be chosen, either by a data-driven or approach or as a 

choice of the user. As 3–5 knots are appropriate for most datasets,12 3 knots were used in all 

simulation models. We compared two different ways of choosing knot location. In the first, 

the knot locations were chosen by the default approach in the statistical software (data-

driven), and in the other, knot locations were cut-off subjectively at sRPE = 500, 1 500 and 2 

500, and likewise at ACWR = 1, 1.75 and 2, to cover the range of the load metrics.  

A step-by-step guide to perform RCS in R can be accessed on the primary author’s GitHub.42  

Step 4 Calculating performance metrics 

The Root-Mean-Squared Error (RMSE) was calculated to numerically evaluate the accuracy 

of the methods. RMSE is a combined measure of accuracy and precision, where the lower 

the RMSE, the better the method. RMSE was calculated as the square root of the mean 

difference between the true risk and predicted risk for each observation. The scale of the 

RMSE depends on the analysis in question, and it is therefore only interpretable by 

comparing values in the same analysis – the values cannot be interpreted in isolation.43 

To supplement RMSE, the proportion of prediction intervals that included the true 

coefficient was calculated (coverage). Brier score for model fit and C-statistics (also known 

as the concordance, or as the area under the receiving operating characteristic curve) was 

calculated for predictive ability, since they are commonly used in training load and injury 

risk studies.44-47  

Final analyses 

In summary, the four steps of the simulation were: 

1 Sample training load values from the elite U-19 football data 

2 Simulate injuries with three different shapes for the relationship between injury risk 

and training load 
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3 Fit seven different models with injury as the outcome and training load as the 

explanatory variable 

4 Calculate performance measures 

Using formulas listen in Morris, et al. 43, accepting a Monte Carlo Standard Error of no more 

than 0.5, the number of permutations needed for an accurate determination of coverage 

was: 𝑛𝐶𝑜𝑣𝑒𝑟𝑎𝑔𝑒 =  𝐸(𝐶𝑜𝑣𝑒𝑟𝑎𝑔𝑒)(1 − 𝐸(𝐶𝑜𝑣𝑒𝑟𝑎𝑔𝑒)(𝑀𝑜𝑛𝑡𝑒 𝐶𝑎𝑟𝑙𝑜 𝑆𝐸𝑟𝑒𝑞)2 =  95 ∗ 50.52 = 1 900 

Steps 1–4 were therefore repeated 1 900 times for all relationship scenarios. 

For the U-shaped relationship, predicted values were visualized alongside the predefined 

shape to determine each method’s ability to capture the true relationship. Only one 
permutation was used for the visualization to avoid cluttering of lines.  

The mean RMSE, coverage, C-statistics and Brier score were calculated for each combination 

of model-method and dataset sizes for the U-, J- and linear-shaped relationships. As mean 

RMSE was the most relevant metric for determining model accuracy, it was visually 

compared for the non-linear shapes. 

All statistical analyses and simulations were performed using R version 4.0.248 with RStudio 

version 1.3.1056. Packages were used for specific purposes: multiple imputation with 

MICE,49 mixed models with lme4,50 predictions with ggeffects,51 confidence intervals with 

clubSandwich,52 predictions with prediction intervals using merTools,53 and splines with the 

rms package.54 The simulations were run on a computer with an Intel(R) Core(TM) i7-6700K 

4.00GHz CPU, and with 16 GB RAM. A GitHub repository is available with all R code and the 

data used in the simulations.55 
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