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ABSTRACT

Objectives To determine whether the relationship between training load and injury risk is non-linear and investigate ways of handling non-linearity.

Methods We analysed daily training load and injury data from three cohorts: Norwegian elite U-19 football (n=81, 55% male, mean age 17 years (SD 1)), Norwegian Premier League football (n=36, 100% male, mean age 26 years (SD 4)) and elite youth handball (n=205, 36% male, mean age 17 years (SD 1)). The relationship between session rating of perceived exertion (sRPE) and probability of injury was estimated with restricted cubic splines in mixed-effects logistic regression models. Simulations were carried out to compare the ability of seven methods to model non-linear relationships, using visualisations, root-mean-squared error and coverage of prediction intervals as performance metrics.

Results No relationships were identified in the football cohorts; however, a J-shaped relationship was found between sRPE and the probability of injury on the same day for elite youth handball players (p=0.001). In the simulations, the only methods capable of non-linear modelling relationships were the quadric model, fractional polynomials and restricted cubic splines.

Conclusion The relationship between training load and injury risk should be assumed to be non-linear. Future research should apply appropriate methods to account for non-linearity, such as fractional polynomials or restricted cubic splines. We propose a guide for which method(s) to use in a range of different situations.

INTRODUCTION

Injuries can hamper athlete and team performance in a variety of sporting disciplines.1 Injuries, in particular, are considered preventable, and in the last decade, researchers have investigated how training load affects injury risk in different football codes and other sports.2 Results have been conflicting; some studies have found an increased risk with increased training loads, some have found that lower loads increase injury risk and some have found no association at all.3,4 Hence, the relationship between training load and injury remains uncertain.

In 2013, Gamble theorised a U-shaped relationship between training load and injury risk. Too little and too much load increases risk,5 with the middle section of the spectrum representing the lowest risk point. This hypothesis was revisited in 2016 by Blanch and Gabbett6 who, based on three training load-injury datasets in different sports, postulated a workload–injury relationship that closely resembled a J-shaped curve; however, the statistical methodology in that paper has been questioned.7 Gabbett6 theorised a non-linear relationship between training load and injury risk with the rationale that training
load may increase the risk of injury and build beneficial physiological adaptations such as aerobic capacity and strength, factors associated with decreased injury risk. The hypotheses of both Gamble and Gabbett suggest a non-linear relationship between different measures of training load and injury risk, prompting recent calls for better handling of non-linearity in the field.\textsuperscript{9,10}

Despite these hypotheses and calls, methods that assume a linear relationship between training load and injury risk, such as Pearson correlations and logistic regression, are commonly used in the field.\textsuperscript{11} If the training load and injury relationship is non-linear, such methods are expected to produce conflicting, irreproducible—and sometimes simply wrong—results. Nevertheless, no study has so far determined alternative methods for handling non-linearity.

The ideal method to handle non-linearity should be able to: (1) explore non-linear shapes and thus may confirm or reject previously outlined hypotheses; (2) model the non-linear relationship accurately; and (3) offer interpretable results.

The overall aim of this study was to identify the best methods for handling non-linearity in training load and injury research. First, we ascertained the relationship in three sports populations to reveal any potential evidence of non-linearity, to illustrate the problems and to present solutions. Second, we compared different methods in their ability to explore and accurately model potential non-linear shapes. Finally, we used the comparisons to develop a guide for which method(s) to use in different situations.

**MATERIALS AND METHODS**

**Participants**

We obtained training load and injury data collected from three cohorts: Norwegian elite U-19 football players (n=81, 55% male, mean age: 17 years, SD: 1 year),\textsuperscript{12} one male football team from the Norwegian Premier League (n=36, mean age: 26 years (SD: 4))\textsuperscript{13} and elite youth handball players recruited from Norwegian sports high schools (n=205, 36% male, mean age: 17 years (SD: 1)).\textsuperscript{14} These cohorts were followed for 104, 323 and 237 days, respectively, during the competitive season.

All participants provided informed consent. Ethical principles were followed in accordance with the Declaration of Helsinki.

Training load definition

In all three cohorts, players reported the number of training sessions and matches daily. They also reported the duration of each activity and their rating of perceived exertion (RPE)\textsuperscript{15} on the modified Borg CR10 scale.\textsuperscript{16} To derive the session RPE (sRPE),\textsuperscript{16} we multiplied the RPE by the activity duration in minutes.

Missing sRPE values are reported in online supplemental table S1 and were 24% for elite U-19 football, 41% for Premier League football and 64% for elite youth handball. The missing values were imputed using multiple imputation (online supplemental figure S1), a method that also performs well in cases of high amounts of missing (80%),\textsuperscript{17} and the imputed values were deemed valid (online supplemental figure S2).

All load measures were based on players’ daily ratings of perceived exertion (sRPE). We calculated an acute:chronic workload ratio (ACWR) in two different ways:

**Daily ACWR 7:21-period**

The mean sRPE across 7 days divided by the exponentially weighted moving average (EWMA) of the previous 21 days, uncoupled (figure 1).\textsuperscript{18} The calculation was performed on a sliding window moving 1 day at a time from and including the 28th day.\textsuperscript{19} The last day in the acute load is considered day 0. For A, injury on the same day is defined as an injury on day 0 and future injury is defined as an injury occurring during the next 4 days excluding day 0. For B, future injury was defined as an injury occurring during the next microcycle excluding day 0. ACWR, acute:chronic workload ratio.

**Microcycle ACWR 1:3-period**

The mean sRPE for each microcycle divided by the EWMA of the previous three microcycles uncoupled (figure 1). A microcycle was defined as all recovery days after the previous match and the training days before
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**Figure 1** Illustration of time periods for calculating (A) daily ACWR 7:21-period and (B) micro-cycle ACWR 1:3-period. The first day that ACWR is calculated is denoted day 0. The space between two tick marks represent 1 day (24 hours). For B, a microcycle period consists of all activity before a new match (M). That is, recovery days after the previous match as well as the training days before the next match. Days denoted with negative numbers are training days before the next match (M-1: being the day before the match; M-2: 2 days before a match and so on). Days with positive numbers are recovery and training days after a match (M+1: being the day after a match, M+2: 2 days after a match). The number of days between matches varies by the match schedule. How a team plan their training and recovery activities varies and is dependent on the teams’ philosophy. For A, injury on the same day is defined as an injury on day 0, and future injury is defined as an injury occurring during the next 4 days excluding day 0. For B, future injury was defined as an injury occurring during the next microcycle excluding day 0. ACWR, acute:chronic workload ratio.
the next match. The next microcycle started on the first training day after the match and so on. For an illustration of a microcycle, see figure 1. The ACWR calculation was performed in the same manner as described for daily ACWR, on a sliding window moving one microcycle at a time from and including the fourth microcycle. The last day of the fourth microcycle was considered day 0 (figure 1).

When computing a ratio, one assumes that there is no relationship between the ratio and the denominator after controlling for the denominator; a ratio is only effective when the relationship between the numerator and the denominator is a straight line that intersects the origin. Tests of this assumption are reported in online supplemental figure S3.

### Injury definition

The same online questionnaire was used to collect daily health status and training information from all three sports cohorts. The elite U-19 football data and elite youth handball data were collected via the Briteback AB online survey platform, while the Norwegian Premier League football data were collected with Athlete Monitoring, Moncton. The players daily reported whether they had experienced ‘no health problem’, ‘a new health problem’ or ‘an exacerbation of an existing health problem’. In the youth elite handball study, if players reported any new health problems, they were immediately prompted to specify whether it was an injury or illness in the questionnaire. In the football studies, if players reported any new health problems, a clinician contacted them by telephone the following day for a structured interview and classified the health problem as an injury or illness with the UEFA guidelines. Players were asked to report all physical complaints, irrespective of their consequences on sports participation or the need to seek medical attention.

### Statistical analyses

To estimate the relationship between training load and injury risk, mixed effects logistic regression was used.

We considered two outcomes: (1) occurrence of an injury on the same day as the observed training load (day 0) and (2) occurrence of injury in the future, where the current observation day (day 0) was not included. For unmodified training load values and daily ACWR 7:21-period, the future injury was defined as an injury occurring during the next 4 days excluding day 0. For microcycle ACWR 1:3-period, the future injury was any injury occurring during the next microcycle excluding day 0 (see figure 1 for an illustration of injury time periods and online supplemental table S2 for a list of the different models).

We adjusted for player age in all analyses. In addition, we adjusted for sex in the U-19 elite football and the elite youth handball models. In all models, the relationship between sRPE and injury risk was modelled with restricted cubic splines (RCSs). The models were repeated without splines to simulate the relationship we would have discovered if we had assumed linearity. When using RCS, the estimated regression coefficients do not have a clinically meaningful interpretation, and only their p values are numerically interpretable. The main result is, therefore, a visualisation of the model predictions (with uncertainty) to determine the shape of the relationship between training load and injury risk.

More details about data preparation and calculations are available in a supplementary file in .pdf format (online supplemental file 2). Our analyses served to illustrate whether there is any evidence for non-linearity in training load and injury research and should not be interpreted as causal inference.

### Simulations

In addition to analysing real data, we performed (stochastic) simulations to compare different methods for ascertaining non-linear and linear relationships between training load and injury risk. The simulations were based on the elite U-19 football dataset since it had the least missing data (24%). The methodology here is focused on a causal research setting; however, the methods may also be applied in predictive research. A detailed description of the simulation process and equations, as well as justifications for our methodological choices, is available as supplementary material (online supplemental file 2).

Two datasets were created. The first kept the original 8495 sRPE and 6308 ACWR values. In the second, sRPE and ACWR were sampled with replacement to generate 22500 training load values.

Artificial injuries were simulated under different assumed scenarios for the relationship between training load and injury risk:

1. A U shape.
2. A J shape.
3. A linear shape.

A U shape between training load and injury risk indicates that the injury risk at lower levels of training load is equal to the injury risk at higher levels of training load. In contrast, moderate levels of training load have the lowest risk. In a J shape, moderate levels of training load have the highest injury risk, followed by low levels of training load having intermediate risk. Finally, high levels of training load have the highest injury risk. For the U and linear relationship shapes, the simulated probability of an injury was based on the sRPE, while for the J shape, it was based on the ACWR. Any reference to the ‘true’ probability refers to the simulated probability we have created for a given scenario and which we aim to model.

We used mixed effects logistic regression models to estimate the relationship between training load and predefined injury risk, and we compared seven different methods to model the relationship:

- Linear model.
- Categorising by quartiles (data driven).
- Categorising by subjective cut-offs (subjective).
- Quadratic model.
Fractional polynomials.
RCSs with automated knots (data driven).
RCSs with subjectively placed knots (subjective).

The root-mean-squared error (RMSE), coverage of prediction intervals, Brier score for model fit and C-statistics for predictive ability were calculated as performance measures. RMSE is a combined measure of accuracy and precision, where the lower the RMSE, the better the method. RMSE is only interpretable by comparing values in the same analysis – the values are meaningless in isolation.\(^26\)

In summary, the four steps of the simulations were:
1. Sample training load values from the elite U-19 football data.
2. Simulate injuries with three different shapes for the relationship between injury risk and training load.
3. Fit seven different models with injury as the outcome and training load as the explanatory variable.

Steps 1–4 were repeated 1900 times.

For the U-shaped relationship, predicted values were visualised alongside the predefined shape to determine each method’s ability to capture the true relationship. RMSE was also visually compared for the non-linear shapes.

All statistical analyses and simulations were performed using R V.4.0.2.\(^27\) A GitHub repository is available with R code and data files.\(^28\)

**RESULTS**

**Evidence of non-linearity in training load and injury risk relationship research**

A strong J-shaped relationship was found between sRPE and the probability of injury on the same day for elite youth handball players (p<0.001, [figure 2A](#)), online supplemental table S3). The linear model did not find this relationship (OR=1.0, 95% CI 0.99 to 1.00, p=0.24, [figure 2B](#), online supplemental table S4). Additionally, for the handball cohort, an uncertain \(\sim\)-shaped relationship was present between sRPE and probability of injury in the next 4 days (p=0.06, [figure 2B](#)). These results also conflicted with the linear model showing no relationship (OR=1.0, 95% CI 0.99 to 1.00, p=0.35, [figure 2B](#)). For microcycle ACWR, the assumption that the relationship between the numerator and the denominator is a straight line intersecting the origin was supported, while for daily ACWR, the assumption was violated (online supplemental figure S3). No other relationships had significant p values or practically notable effect sizes (online supplemental table S3, figure S5 and S6).

**Simulations**

The quadratic model, fractional polynomials (FPs) and RCSs with subjectively placed knots were the only methods capable of modelling the non-linear U-shaped relationship ([figure 3](#)). FPs and RCS with subjectively placed knots (RCS subjectively) had the lowest RMSE and were, therefore, the best methods for the U shape ([figure 4A](#)).

The linear model had—by far—the highest RMSE and the data-driven RCS the second highest ([figure 4A](#)). In contrast, RCS (subjectively) had among the highest RMSE ([figure 4B](#)) regarding the J-shaped relationship. For the J shape, FPs and the quadratic model were the best methods ([figure 4B](#)). FPs had second-to-lowest RMSE for non-linear relationships ([figure 4](#)) and consistently had the best coverage (table 1).

All methods had a similar degree of error, predictive ability and model fit for the linear relationship (table 1).

The categorisation methods had the lowest coverage for the U and linear shapes, and categorising by quartiles had particularly poor coverage for the linear shape (25% vs >99% for other methods, table 1). For the J shape, the linear model performed worse than categorisation with 55% (vs 79% and 89%) for n=6308 (table 1). Predictions from the linear model could not form the U shape.
shape (figure 3) and had the highest degree of error for both non-linear shapes (highest RMSE; table 1, figure 4) but showed high predictive ability for the U shape (C-statistic >0.8) and moderate to poor predictive ability of the J shape (C-statistic=0.77 for n=6308, C-statistic=0.62 for n=22 500) in line with the other methods (table 1).

The differences in evaluation metrics between the two different sample sizes, n=22 500 and n=8494 for sRPE, and n=22 500 and n=6308 for ACWR, were negligible (table 1). Model fit determined by Brier score also failed to notably differentiate methods (table 1).

**DISCUSSION**

This is the first study exploring the potential for non-linearity in the relationship between training load and injury risk for football and handball. We found a J-shaped relationship between training load measured as the sRPE and probability of an injury on the same day in an elite youth handball cohort (figure 2A).

We also found that three methods were able to model the non-linear relationships between training load and injury explored in this paper: the quadratic model, FPs and RCSs, which managed to accurately recreate all simulated risk shapes (figure 4).

**Evidence of non-linearity in training load and injury risk relationship research**

All modelled relationships between training load and injury risk were either flat (no relationship) or non-linear. The results showed that the strength and direction of the relationship varied between training load—and injury—definitions in the handball population, while no relationships were found in the two football populations.

If we had assumed linearity and modelled the data accordingly, we would not have discovered these relationships. More grievously, we would have concluded there was no relationship between training load and injury risk for elite youth handball players for injury on the same day (linear model, p=0.24, type II error), when
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**Figure 3** Probability of injury for each level of session rating of perceived exertion (sRPE) as predicted by seven different methods of modelling load. The yellow line represents the ability of the method to capture the U-shaped relationship (shown by the black line). The yellow area corresponds to the prediction interval. The predictions are based on 8494 sRPE values sampled from a highly skewed distribution in a Norwegian elite U-19 football dataset.

**Figure 4** The mean root-mean-squared error (RMSE) of 1900 permutations for seven different methods modelling a non-linear (A) U-shaped relationship between session rating of perceived exertion (sRPE) and probability of injury, and (B) J-shaped relationship between acute:chronic workload ratio (ACWR) and probability of injury. The methods are arranged from top-to-bottom by the method with highest RMSE (most error) to the method with lowest RMSE. Thus, the best methods (those with lowest RMSE) are arranged towards the bottom. For figure part A, fractional polynomials and restricted cubic splines (subjectively) were the best methods, while for figure part B, fractional polynomials and the quadratic model were the best methods. The calculations are based on a Norwegian elite U-19 football dataset with 8494 sRPE values for (A) U shape and 6308 ACWR values for (B) J shape. RMSE cannot be compared between the two shapes, only within each shape.26

---

## Table 1
A comparison of mean root-mean-squared error, Brier score, C-statistic and coverage of prediction intervals for 1900 permutations of modelling the relationship between training load and risk of injury in seven different ways, with predetermined relationship shapes

<table>
<thead>
<tr>
<th>Relationship</th>
<th>Sample size</th>
<th>Method</th>
<th>RMSE</th>
<th>Brier score</th>
<th>C-statistic</th>
<th>Coverage (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>U shape</td>
<td>22 500</td>
<td>Linear model</td>
<td>2.344</td>
<td>0.097</td>
<td>0.827</td>
<td>100.000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Categorised (quartiles)</td>
<td>0.995</td>
<td>0.101</td>
<td>0.809</td>
<td>99.678</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Categorised (subjectively)</td>
<td>0.996</td>
<td>0.102</td>
<td>0.758</td>
<td>94.600</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Quadratic model</td>
<td>0.993</td>
<td>0.097</td>
<td>0.826</td>
<td>100.000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Fractional polynomials</td>
<td>0.994</td>
<td>0.096</td>
<td>0.829</td>
<td>100.000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Restricted cubic splines (data driven)</td>
<td>1.065</td>
<td>0.097</td>
<td>0.826</td>
<td>100.000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Restricted cubic splines (subjectively)</td>
<td>0.981</td>
<td>0.097</td>
<td>0.827</td>
<td>100.000</td>
</tr>
<tr>
<td></td>
<td>8494</td>
<td>Linear model</td>
<td>2.935</td>
<td>0.093</td>
<td>0.851</td>
<td>98.048</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Categorised (quartiles)</td>
<td>0.958</td>
<td>0.096</td>
<td>0.838</td>
<td>98.769</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Categorised (subjectively)</td>
<td>0.965</td>
<td>0.098</td>
<td>0.809</td>
<td>84.600</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Quadratic model</td>
<td>0.956</td>
<td>0.092</td>
<td>0.850</td>
<td>98.937</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Fractional polynomials</td>
<td>0.956</td>
<td>0.092</td>
<td>0.852</td>
<td>98.942</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Restricted cubic splines (data driven)</td>
<td>1.079</td>
<td>0.092</td>
<td>0.849</td>
<td>98.686</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Restricted cubic splines (subjectively)</td>
<td>0.936</td>
<td>0.092</td>
<td>0.851</td>
<td>98.687</td>
</tr>
<tr>
<td>J shape</td>
<td>22 500</td>
<td>Linear model</td>
<td>1.044</td>
<td>0.063</td>
<td>0.618</td>
<td>77.694</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Categorised (quartiles)</td>
<td>0.993</td>
<td>0.064</td>
<td>0.689</td>
<td>88.652</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Categorised (subjectively)</td>
<td>0.993</td>
<td>0.063</td>
<td>0.690</td>
<td>96.404</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Quadratic model</td>
<td>0.984</td>
<td>0.061</td>
<td>0.732</td>
<td>99.997</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Fractional polynomials</td>
<td>0.986</td>
<td>0.061</td>
<td>0.740</td>
<td>100.000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Restricted cubic splines (data driven)</td>
<td>0.992</td>
<td>0.061</td>
<td>0.735</td>
<td>99.999</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Restricted cubic splines (subjectively)</td>
<td>0.993</td>
<td>0.061</td>
<td>0.721</td>
<td>99.869</td>
</tr>
<tr>
<td></td>
<td>6308</td>
<td>Linear model</td>
<td>0.942</td>
<td>0.060</td>
<td>0.774</td>
<td>54.493</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Categorised (quartiles)</td>
<td>0.919</td>
<td>0.060</td>
<td>0.791</td>
<td>79.120</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Categorised (subjectively)</td>
<td>0.917</td>
<td>0.059</td>
<td>0.795</td>
<td>89.393</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Quadratic model</td>
<td>0.912</td>
<td>0.057</td>
<td>0.817</td>
<td>93.272</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Fractional polynomials</td>
<td>0.915</td>
<td>0.057</td>
<td>0.821</td>
<td>95.517</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Restricted cubic splines (data driven)</td>
<td>0.918</td>
<td>0.057</td>
<td>0.818</td>
<td>94.281</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Restricted cubic splines (subjectively)</td>
<td>0.919</td>
<td>0.057</td>
<td>0.812</td>
<td>89.959</td>
</tr>
<tr>
<td>Linear</td>
<td>22 500</td>
<td>Linear model</td>
<td>0.999</td>
<td>0.239</td>
<td>0.591</td>
<td>100.000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Categorised (quartiles)</td>
<td>0.999</td>
<td>0.240</td>
<td>0.588</td>
<td>25.000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Categorised (subjectively)</td>
<td>0.999</td>
<td>0.241</td>
<td>0.579</td>
<td>99.995</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Quadratic model</td>
<td>0.999</td>
<td>0.239</td>
<td>0.591</td>
<td>99.999</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Fractional polynomials</td>
<td>0.999</td>
<td>0.239</td>
<td>0.592</td>
<td>100.000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Restricted cubic splines (data driven)</td>
<td>0.999</td>
<td>0.239</td>
<td>0.591</td>
<td>100.000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Restricted cubic splines (subjectively)</td>
<td>0.999</td>
<td>0.239</td>
<td>0.591</td>
<td>99.997</td>
</tr>
<tr>
<td></td>
<td>8494</td>
<td>Linear model</td>
<td>0.991</td>
<td>0.228</td>
<td>0.655</td>
<td>99.795</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Categorised (quartiles)</td>
<td>0.991</td>
<td>0.228</td>
<td>0.653</td>
<td>24.957</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Categorised (subjectively)</td>
<td>0.991</td>
<td>0.229</td>
<td>0.649</td>
<td>99.678</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Quadratic model</td>
<td>0.991</td>
<td>0.228</td>
<td>0.656</td>
<td>99.786</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Fractional polynomials</td>
<td>0.991</td>
<td>0.228</td>
<td>0.656</td>
<td>99.788</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Restricted cubic splines (data driven)</td>
<td>0.991</td>
<td>0.228</td>
<td>0.656</td>
<td>99.789</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Restricted cubic splines (subjectively)</td>
<td>0.991</td>
<td>0.228</td>
<td>0.656</td>
<td>99.791</td>
</tr>
</tbody>
</table>

RMSE, root-mean-squared error.
Recently, some studies have added a quadratic term to the training load and injury model to test for linearity: if the term was non-significant, it was discarded for a linear model; if significant, they categorised the training load variable to handle non-linearity.\textsuperscript{31-33} If the quadratic term is significant, the researchers correctly choose other options over a linear model. However, the quadratic term only tests for a parabolic shape—not non-linearity in general. A significant quadratic term does not mean the relationship is quadratic (parabolic). It means that a quadratic shape fits better than a linear shape. If the quadratic term is not significant, it does not necessarily mean the underlying relationship is linear, either, only that a quadratic shape fits poorly. Furthermore, testing non-linearity with a quadratic term has been shown to inflate type I error rates by 50%.\textsuperscript{34}

Blanch and Gabbett\textsuperscript{6} and Carey \textit{et al}\textsuperscript{9} used quadratic regression assuming a parabolic relationship between training load and injury risk. In our study, quadratic regression modelled the U-shaped risk profiles with low degrees of error (\textit{figures} 3 and 4A) and had the best performance for the J-shaped relationship (\textit{figure} 4B). This is expected, as the J shape was initially constructed from a quadratic model in Blanch and Gabbett.\textsuperscript{5} Contrary to a real-life setting, however, we knew the risk profiles before analysing our data. Quadratic regression does not explore shapes but constrains the model to follow a specific pathway. We think it is only appropriate when strong evidence from previous studies support a parabolic relationship. We recommend assuming non-linearity of unknown shapes and using methods not to test for linearity but to explore and model non-linearity to discover the relationship. Based on our findings and previous research in other fields such as medical statistics,\textsuperscript{35} FPs and RCSs appear to be the best methods for doing this.

FPs modelled all risk shapes accurately (\textit{figure} 4, \textit{table} 1). FP has recently been used in a training load and injury risk study.\textsuperscript{39} This method requires minor subjective influence, and the results are intuitive, especially for users familiar with quadratic regression. Although it appears the superior choice at first glance, the method has a disadvantage: FPs are defined only for positive values, which means that an FP model is unable to model negative values and the value 0. In the context of training load and injury risk research, training load is (traditionally) never measured on a negative scale.\textsuperscript{39} If it can be justified, adding a small constant (such as 0.001, or whatever is considered small in the context of the measuring scale) to all training load values can solve the problem with 0 and allow the use of FPs.

RCSs performance depended on how knot locations (the points where the polynomials that make up cubic splines are joined, see online supplemental file 2 for details) were chosen. In the data-driven method, where knots were automatically placed by the default setting, RCS failed to model the U-shaped scenario (\textit{figure} 3). When knot position was chosen based on the range of

\textbf{Methods for addressing non-linear relationships}

As expected, standard logistic regression could not model the U and J shapes, as it assumes linearity. For the U shape, the RMSE was threefold higher for the linear model than all other models (RMSE=2.9\textsuperscript{\textendash}vs RMSE=0.95, \textit{figure} 4A), showing that violation of the linearity assumption causes major bias and can substantially alter conclusions based on the results. Misleadingly, the linear model had a great C-statistic score (>0.8) and comparable Brier scores. This happened because the sRPE values were highly skewed (online supplemental figure S4). Over 90\% of the data points were congested in the left-hand side of the U shape (\textit{figure} 3, online supplemental figure S4). The linear model, which only managed to model the left-hand side of the U shape, therefore predicted most of the values well, causing the impressive C-statistic. However, it could not predict the right-hand side of the U shape at all and therefore had high RMSE. Consequently, a researcher who measures model fit by predictive ability alone may be falsely assured that the linearity assumption holds true.

Categorisation has previously been explored thoroughly in Carey \textit{et al}\textsuperscript{80} and proven a poor method for modelling non-linear relationships. The results were reproduced in our study using a football population, where the RMSE and coverage for categorisation were consistently outperformed by other methods (\textit{table} 1). In addition, our results showed that categorising by quartiles was suboptimal for modelling non-linear relationships and also suboptimal when the relationship between training load and injury risk was linear (coverage of 25\% vs >99\% for all other methods).
the training load variable, RCS modelled the U accurately (figure 3). However, the results were the opposite for the J-shaped relationship where the data-driven method was among those of lowest error, and the subjectively located knots had the highest amount of error (figure 4B). The default placement algorithm was by quartiles, and in the highly skewed distribution of the sRPE values used in the U-shaped relationship (online supplemental figure S4), it caused the knots to be placed tightly together (figure 3). Therefore, it could not model the shape, while the subjective version was created with the range of the values in mind. The ACWR values used in the J shape had a Gaussian distribution (online supplemental figure S4), and using quartiles was a feasible choice. This shows the importance of careful model calibration using clinical knowledge and knowledge of the data.

RCS produces effect sizes that are difficult to use in a practical setting, and results can only be interpreted in the form of p values and visualisation (such as in figure 2). RCS is less ideal than FP in causal research. Still, its disadvantages are not as relevant in predictive research where interpretability is of minor concern.25 We propose a guide for when FP is recommended and when RCS is recommended (box 1).

**Limitations**

A limitation of this study was the sample size, the number of injuries and consequently statistical power. Neither of the two football cohorts satisfied the recommendation of >200 injuries to detect a small to moderate effect.37 The elite youth handball data, despite having a sufficient number of injuries, had high amounts of missing sRPE values (64%), and this may have caused selection bias. We emphasise that the exploration of non-linearity in these data were for illustrative purposes and not to show causal inference.

We used statistical methods commonly used and recommended in the field to demonstrate how non-linear relationships can be ascertained with existing methods.

We were consequently limited in the choice of methods. The ACWR model is under debate, and the pros and cons of the method have been explored extensively in recent publications.12 18 38 The purpose of this paper was not to provide additional insight into that discussion but rather to demonstrate how a continuous training load variable should be modelled to account for non-linearity. For this reason, we opted to use ACWR, as it is currently the most used training load method in the field of training load and injury risk research.4

**CONCLUSION**

Exploratory analyses showed evidence of a non-linear relationship between training load and risk of injury in a sports population. Researchers should assume that the relationship between training load and injury risk is non-linear and use appropriate methods that explore relationships rather than constrain them. Linear methods should only be used when the relationship is first proven to be linear. We promote FPs or RCSs to model non-linear relationships, depending on the scenario.
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